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Abstract: The traditional JPEG compression standard 

doesn’t have a means for spatially-variable quantization of 

transform coefficients. This prevents important features 

such as region-of-interest (ROI) coding. In  this  paper,  we  

show  how  the  quantization  may  be  adapted in each 

block and how we may signal to the decoder in a memory-
efficient manner. This allows ROI coding of subject and 

background. The method takes advantage of unused slots in 

the Huffman tables. In this paper we show how  the  encoder  

may  be  modified  to  produce  an  output  that is in 

compliant with the standard and how the decoder  may be 

modified to  correctly  recover  the  adaptively  quantized  

image. Also we show how to  use adaptive quantization as a 

means to perform spatially adaptive filtering of the image. 

 

I. Introduction 
The JPEG standard [1], relies on method  of  separating  an  

image  into chrominance and luminance color planes, each 

plane is partitioned into 8 × 8 blocks and  which are 

compressed  using  quantization  of  discrete  cosine  

transform (DCT) coefficients. The compression is achieved 

by applying the quantization (Q) matrix,  to  each  set  of  

DCT  coefficients . The  Q  matrix  may  be varied  from  

image  to  image and also  different Q matrices may be used 

for the luminance and chrominance color planes. However, 

the Q matrix must not change within a color plane, i.e., 

spatially-variable quantization is not allowed in JPEG. This 
prevents the encoder from varying the quantization within 

an image or quantizing subject information and background 

information in image separately to achieve ROI coding and 

also to get desired output file size. These important features 

are not available in JPEG standard. if we  implement these 

features in baseline JPEG, then it would lead to useful and 

significant changes in old JPEG standard. 

In this paper we demonstrated a method, of varying 

the quantization matrix from block to block, and described 

the signaling of adaptive quantization to the decoder in a 

way that is compliant with the JPEG standard. To recover 
the exact image by Adaptive quantization, the decoder 

should vary the Q matrix  exactly as  the  encoder, over the 

image. After Adaptive Quantization the  encoder must 

signal to the decoder on each block which Q matrix that it 

used, also the signalling must be compliant with the JPEG 

standard if any “standard” decoder  is  able  to  process the  

adaptively-quantized  image. Huffman table in JPEG 

standard has few unused slots for end-of-block(EOB) 

symbols. Our  method has taken  advantage of  those unused 

slots for end-of-block (EOB)  symbols  in  the  Huffman  

table. This allow us  to  signal  up  to  14 different levels of 

quantization within a color plane. standard decoder treats all 
14 EOB symbols as the same. However, to recover image 

that is Adaptively Quantized we need to modiy the decoder 

in a way that it  recognizes the EOB symbol and modify the 

decoding Q matrix appropriately. The modification 

demonstrated below is simple. There is no need for the 

encoder or the decoder to keep more than one block in 

memory at a time, as the EOB symbols by definition come 

as the end of a 8 × 8 block, This  important factor plays a 

crucial role in hardware  design  of  encoders  and decoders, 

as memory consumes a large amount of chip area in 

embedded cameras. Adaptive quantization within JPEG has 

been a subject of interest since it was published. Different 
methods  for signalling  the  adaptation  have  been  

proposed. one method searches up to 64 coefficients in a 8 × 

8 block to find the coefficient whose quantized value, whose 

fractional portion, is closest to 0.5, for example, a fractional 

value of 10.499 may be rounded to either 10 or 11 

approximately with the same error. Sum of quantized 

coefficients can be made either even or odd by rounding up 

or down, and the parity of the sum therefore becomes a 

method of signalling one of two possible Q matrices to the 

decoder. However, the scheme requires a search to be 

carried out prior to quantization, and does not extend to 
more than two Q matrices which might not help in all cases. 

[5][11]. Since the JPEG standard allows any number of 

color planes to  be  stored  in  the  output  file,  Pennebaker  

[2] proposed to  use an extra “color” plane whose purpose is 

to contain a spatial map of how the quantization matrices 

are varied but this requires that the decoder reads more than 

one color plane at a time to vary the Q matrix appropriately 

.Few  other methods  use rate-distortion based thresholding 

of DCT coefficients. These proposed methods are not 

suitable for embedded applications. In this paper we show 

how previously unused slots in the baseline JPEG Huffman 
table may be used to signal Q matrix adaptation. This allow 

us to signal up to 14 different EOB codes to be used on each 

block. In this paper we described the method to construct 

the  Huffman codes to efficiently encode the adaptively-

quantized image. We also show how it is compatible with 

the baseline sequential JPEG standard, so that any standard 

decoder may decode the adaptively  quantized  image. 

 

II. Background 
Baseline sequential and  progressive are two compression 

formats available in JPEG.  The  baseline  format  stores the  

full  resolution  of  the  image  in  a single  sequential scan 

and it is universally adopted on the other hand progressive 

format stores several scans of the image. In progressive 

format each scan has increased resolution over the previous 

scan. Progressive JPEG is not widely used. In JPEG 

standard Huffman table is designed to accommodate both 

progressive and baseline sequential formats. This nature 

allow us to modify the feature of progressive format to 

allow signalling of adaptive quantization in baseline 

sequential format. The below method describes the 

A method for signalling block-adaptive quantization in 

baseline sequential JPEG 
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operation of baseline sequential JPEG compression of a 

color image. 

1)  The image is converted from RGB to YCbCr, usually 

followed by sub-sampling of the Cb, Cr  planes. 
2)  Each of the Y , Cb, Cr  planes are partitioned into blocks 

of size 8 × 8. 

3)  The DCT of each 8 × 8  block is calculated. Let x(i, j) 

denote the  (i, j)-the  pixel  in  block,  and  X(u, v)  the  (u, 

v)-th frequency in the DCT and  X(1, 1) is the “DC”  

coefficient,  and remaining are  “AC” coefficients. The 

quantization of DCT coefficients using  a  8 × 8  matrix  Q  

as follows: 

XQ(𝑢, 𝑣)=round  
𝑋(𝑢 ,𝑣)

𝑄(𝑢 ,𝑣)
   𝑢, 𝑣 = 1,…,8.                                                                                                                

..(1) 

Y , Cb, Cr  planes may have different Q matrices but they 

do not vary spatially. 

4)  The quantized block XQ is scanned in “zig-zag” order. 

DC value of the previously coded block is subtracted from 

the quantized DC coefficient and then it is stored . The scan 

of AC coefficients is stored in (R, S) format, where R is the 

number of consecutive zeros followed by the non-negative 

value S indicating the size of the next non-zero value. If V 

is the value of the quantized coefficient, then 

𝑆 = log2  𝑉  +  1                         …(2) 

 

Here  .   is the floor function also two special symbols are 

also allowed 

1).a ZRL symbol represents a run of 16 consecutive zeros. 

2).EOB symbol indicates and represent that all subsequent 

coefficients in the scan are zero. 

5)  Each scan is Huffman coded, where AC coefficients are 

organized as a 16×11 structure in the Huffman table. This 

structure is designed to  accommodate 16 different R values 
and 11  values of S. This structure is shown in table I . The 

Huffman code for each (R, S) pair in a scan is emitted, 

followed by S additional bits to indicate the actual value of 

the coefficient. 

 
From Table I  slot for R = 0, S = 0 is used for  the  EOB  

symbol,  while  R  =  15,  S  =  0  indicates  15 consecutive 

zeros followed by a size 0( ZRL symbol) but the slots  for S  

= 0 and R  =  1 to 14 are reserved for the progressive format 

and are not used in baseline sequential format. We utilized 

those unused slots for signalling adaptive quantization to 
decoder thus making it JPEG standard-compliant.. 

In JPEG standard if S = 0 and R = 15 then 16 consecutive 

zeros are appended to the zig-zag scan in reconstruction. 

Otherwise the  symbol  is  treated  an  EOB. all slots  in 

Table I with S  =  0 and R  <  15  are considered to be the 

same EOB symbol. Therefore, additional codes for different 

conditions may adopted by using the 14 unused slots  in 

Table I. 

 

 

III. Quantization 
In the Quantization, The  Q  matrix  is  fixed  across the 
color plane. This limits the possibilities of ROI coding. We 

have overcomed the limitation by signalling to the decoder 

with proper EOB codes exploiting the unused slots in 

Huffman table , to say which Q was used. But if we use a 

standard  decoder then it dequantizes an input block with a 

improper Q matrix. Suppose that the DCT of an 8 × 8 block, 

X(u, v), 1 ≤ u, v  ≤ 8, is quantized at the encoder using 

matrix Q as in eq.(1). At the decoder, the quantized matrix 

X Q  is used to reconstruct the DCT matrix X using the 

equation 

𝑥  𝑢,𝑣 = 𝑄 𝑢, 𝑣 𝑋𝑄 𝑢, 𝑣 ,   
𝑢,𝑣 = 1,…,8.                                    …(3) (3) 

𝑥  will not the same as X due to rounding. If we let P  =  αQ, 

where α is a scale factor, then the effect of dequantizing XQ  

with P  instead of Q is as follows: 

𝑋 = 𝑃 𝑢, 𝑣 𝑋𝑞 𝑢,𝑣  

                 =  α𝑄(𝑢, 𝑣)round  
𝑋(𝑢 ,𝑣)

𝑄(𝑢 ,𝑣)
  

              = αX u, v +  αEq(u, v)                                       
….(4) 

where       Eq  = Q round{XQ/Q} − X   is the quantization 

error introduced by rounding. 

If we apply P  =  αQ, we can see that scaling factor is same 

for every element instead  if we choose P = H ◦ Q, where ◦ 

denotes the elementwise product of H and Q. Here H acts as 

filtering matrix. 

𝑥 (u,v) = H(u,v)X(u,v) + H(u,v)Eq(u,v)           …..(5) 

we see that dequantization with H ◦ Q is equivalent to 

filtering by H  in the DCT domain ignoring the noise term. 
We may therefore use adaptive quantization as a means to 

perform spatially adaptive filtering of the image. 

 

A.  DC coding and Prediction 

Adaptive quantization is the dependent on adjacent blocks,. 

After quantization, the DC coefficient in baseline sequential 

JPEG is treated separately from the 63 AC coefficients. The 

DC coefficient is a measure of the average value of the 64 

image samples. Because there is usually strong correlation 

between the DC coefficients of adjacent 8x8 blocks, the 

quantized DC coefficient is encoded as the difference from 
the DC term of the previous block in the encoding order as 

shown in Figure 3. This may lead to complications.  If 

adaptive quantization   is  used,  prediction will accumulate 

error when the DC coefficient is dequantized differently 

than it was quantized. The DC coefficient is unique in  this  

respect:  all  other  coefficients  in  a  block  are  coded 

independently of adjacent blocks and therefore varying the 

Q matrix has no effect. We therefore constrain the 

quantization change matrix H discussed above so that H(1, 

1) = 1, which ensures that  eX(1, 1) = X(1, 1) + Eq(1,1). 

 

B.  Reduction of artifacts 
Adaptive quantization may be applied to remove few JPEG 

compression artifacts: 

1) visible boundaries between 8 × 8 blocks 

2)  ringing  around  edges (Gibbs  phenomenon)  . 

For example we may apply a “larger” matrix Q2  for edge 

blocks and “smaller” matrix Q1  for smooth blocks,.we can 

determine  smooth  vs  edge  blocks  by observing  the 

occurrence of last non-zero coefficient  early or late in a zig-
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zag scan compared to a threshold. From above  we get 

Q2(u, v) > Q1(u, v). 

 

IV. Huffman Table Modification 
we must modify the entire Huffman codebook to allow for 

unique decoding . this allow us to use the empty slots in the 

Huffman table to signal adaptive quantization to the 

decoder. One method  is to substitute a Huffman table for 

progressive coding in place of the baseline table. This 

allows us to signal 15 different Q matrices to the decoder. 

Standard  progressive table is shown in Table II. We may or 

may not use all the empty slots , so we  can design Huffman 

table  to support fewer EOB codes. 

 
V. EXPERIMENTAL  RESULTS 

We used the EOB signalling method to apply adaptive 

quantization on gray scale image. We used two levels of 

quantization on the luminance (Y ) component of the 

image.MATLAB was used as the programming platform. 

 
 

 
 

 

VI. Conclusion 

In this paper, we demonstrated a simple method  for 
signalling  adaptive  quantization to the decoder,   using  the 

empty slots in standard baseline Huffman table. The 

proposed method is efficient as encoder and decoder do not 

require to  keep more than one block  in  memory  at a time.  

A  standard  decoder  will  treat all  EOB  codes  as  the  

same,  and  if  adaptive  quantization is  performed,  will  

perform  frequency-domain  filtering  upon dequantization. 

This is useful for ROI coding. which has the advantage of 

improving image quality in selected regions. 

 

Refrences 
[1] G. K. Wallace, “The JPEG still picture compression 

standard,” IEEE transactions on consumer electronics, 

Vol. 38, No. 1, Feb. 1992, pp xviiixxxiv. 

[2] W. B. Pennebaker, “Adaptive quantization within the 

JPEG sequential mode,” U. S. Patent 5,157,488. 

[3] A. M. Silverstein and S. A. Klein, “Precomputing and 

encoding compressed image enhancement 

instructions,” U. S. Patent 5,822,458. 

[4] R. Kakarala and J. S. Gibson, “Signaling adaptive-
quantization matrices in JPEG using end-of-block 

codes”, U. S. Patent 7,092,578. 

[5] T. A. Simpson and Y. Hu, “Adaptive image data 

compression”, U. S. Patent 6,724,817. 

[6] W. B. Pennebaker and J. L. Mitchell, JPEG: Still 

Image Data Compression Standard, New York: 

Springer-Verlag, 1992. 

[7] M. Stirner and G. Seelman,“Improved redundancy 

reduction for JPEG files”, Proc. of the Picture Coding 

Symposium (PCS 2007), Lisbon, Portugal: November 

2007. 

[8] S. K. Mitra, Digital signal processing: A computer-
based approach, 3rd Ed, New York : McGraw-Hill, 

2006. 

[9] R. A. Gonzalez and R. E. Woods, Digital image 

processing, 1st Ed, Reading, MA: Addison-Wesley, 

2002. 

[10] J. Zhao and Y. Shimazu and K. Ohta and R. Hayasaka 

and Y. Matsushita,“A JPEG codec adaptive to region 

importance”. In Proceedings of the Fourth ACM 

international Conference on Multimedia Boston, MA: 

November 18 - 22, 1996, pp 209-218. 

[11] K. Ramchandran and M. Vetterli, “Rate-distortion 
optimal fast thresholding with complete JPEG/MPEG 

decoder compatibility”,IEEE Transactions on image 

processing, Vol. 3, No. 5, Sept. 1994, pp 700-704. 

[12] G. Lakhani and V. Ayyagari, “Improved Huffman 

code tables for JPEG’s encoder”, IEEE Transactions 

on circuits and systems for video technology, Vol. 5, 

No. 6, Dec. 1995, pp 562-564. 

[13] G. Lakhani, “Modified JPEG Huffman coding”, IEEE 

Transactions on image processing, Vol. 12, No. 2, pp 

159- 169. 


