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ABSTRACT: Recently the demand of real-time data 

services has increased in various applications such as 
manufacturing, Web-servers, and e-commerce and they are 

becoming sophisticated in their real-time data needs. Real 

time data services has to provide better QoS parameters 

because end users may ignore the service  when the 

database service delay is high and temporally inconsistent 

data is available. Due to dynamic workloads providing 

better QoS in data services is a challenging issue. In this 

paper to overcome this problem we are using map-reduce 

framework to estimate the real time service delays. 

MapReduce framework process large amount of data in a 

parallel way. It is gaining lot of interest in data mining, 

because the programmer is abstracted to the data storage, 
distribution, replication, load balancing and it uses 

functional programming. It has two functions map and 

reduce. Several experiments have been conducted on 

various data sets to calculate the performance of the 

proposed technique. 
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I. INTRODUCTION: 
 Recently the demand of real-time data services has 

increased in various applications such as manufacturing, 

Web-servers, and e-commerce and they are becoming 

sophisticated in their real-time data needs [1], [2]. In the 

past decade demand is increasing provisioning for quality 

of service (QoS) guarantees to various network applications 

and clients. The data normally span from low-level control 

data, typically acquired from sensors, to high-level 
management and business data. In these applications, it is 

desirable to process user requests within the timeline using 

fresh data. In dynamic systems, such as Web servers and 

sensor networks with non-uniform access patterns, the 

workload of real-time databases (RTDB) cannot be 

predicted accurately. Hence, the RTDBs can be overloaded, 

uncontrolled deadline misses and data freshness may not be 

possible during the transient overloads. To provide service 

quality we propose a quality of service (QoS) sensitive 

method that provides a set of requirements to improve the 

performance of the database even in the unpredictable 
workloads conditions. In some applications like Web 

service it is desirable that the QoS does not vary 

significantly from one transaction to another. It is 

emphasized that individual QoS needs requested by 

transactions are enforced and any deviations from the QoS 

needs should be uniformly distributed among the clients to 

ensure QoS fairness. Imprecise computation techniques [3] 

have been proposed by various authors to allow flexibility 

and for achieving graceful degradation during transient 

overloads. These techniques make it possible to trade off 

resource needs for the quality of a requested service and 

they have been successfully applied in timeliness is 

emphasized applications where a certain degree of 

imprecision can be tolerated [4], [5], [6]. Real time data 
services has to provide better QoS parameters because end 

users may ignore the service  when the database service 

delay is high and temporally inconsistent data is available. 

Due to dynamic workloads providing better QoS in data 

services is a challenging issue. In this paper to overcome 

this problem we are using map-reduce framework to 

estimate the real time service delays. Our MapReduce 

framework process large amount of data in a parallel way 

and it is gaining lot of interest in data mining, because the 

programmer is abstracted to the data storage, distribution, 

replication, load balancing and it uses functional 
programming. It has two functions map and reduce. In the 

map stage passes the data over the input file and outputs 

(key, value) pairs, the shuffling stage transfers the mappers 

output to the reducers based on the key and finally the 

reducer processes the received pairs and outputs the final 

result. Map Reduce is a useful tool for large amount of data 

analysis because of its scalability, simplicity and low cost to 

build large clouds of computers. 

 The rest of the paper is organized as section 2: 

discuss about the related work, section 3: presents the 

Proposed Solution, section 4: discuss about Map Reduce, 

section 5: discuss about Experimental setup, section 6: 
concludes the paper. 

 

II. RELATED WORK: 
 In e-commerce, the real time data service quality is 

mainly determined by both networks and data transfer rate 

between disks. The quality of service is mainly depending 

on the whole data that contain embedded objects. All the 

existing techniques, measure service quality with respect to 

a single packet in networks [11], [13], [15] or an individual 
request [7], [9], [12], [17], [21] or connection [20], [22], 

[24] in Web servers. C. Dovrolis [15], proposed a technique 

to provide different QoS levels between multiple 

aggregated traffic classes within a network. T.F. 

 Abdelzaher [7], bound the server-side delay of 

individual client request. This algorithm mainly focuses on 

providing differentiated services to different client classes 

using priority-based scheduling [14], [16]. The aim of the 

algorithm is to provide better services to the premium class 

than to the basic class by adjusting the priority of the 

allocated processes between the classes on either user level 
or kernel level. Existing techniques are not providing any 

guarantee to QoS. To overcome this problem authors 

proposed queuing-theoretic approaches. It is well known 

that the delay upper bound in a G/G/1 is determined by the 
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system load and the variance of user’s requests inter arrival 

and service time distributions. B. Urgaonkar [24] proposed 

an approach in which the resource allocation is controlled 

to adjust the load of a class so that the delay equals the 
upper bound and the performance of the approach is highly 

depend on the variance estimation, which is very difficult to 

measure accurately in the dynamic workload cases. 

Traditional linear feedback control is used to control the 

resource allocation in Web servers [7],  [21]. Because the 

behavior of a Web server changes continuously, the 

performance of the linear feedback control is limited.  

 To overcome the problem of lack of accurate 

server model A. Kamra and M. Karlsson [17, 18] the 

parameters of the controllers were adjusted based on the 

workload. V. Sundaram [23] presented an approach where 

the resource allocation was controlled based on the past 
allocations of delivered service quality. All these 

approaches provide better performance than nonadaptive 

linear feedback control approaches under dynamic 

workload situations.  Later B. Li [19] presented a fuzzy 

control model to address the nonlinear QoS requirements of 

different multimedia applications under different resource 

constraints. In [11], author proposed a set of rules to 

dynamically adjust the target delay ratios between various 

traffic flows to reduce the effect of bursty traffic in the 

basic class on the delay of the premium class. 

 

III. PROPOSED SOLUTION: 

  
Fig 1: Proposed architecture 

 

 Figure 1 shows the proposed architecture of the 

database system. In this architecture we added the Map 

Reduce to the Chronos architecture [29] to provide better 

QoS in real time data services. It has database backlog 

estimator, admission controller, traffic smoother, feedback 

controller, MapReduce and a database server block. The 

feedback controller is designed based on either linear 
control theory or fuzzy logic control. The database server 

processes service requests and updates stock prices 

periodically received from the stock quote server to provide 

the updated stock prices. We consider periodic temporal 

updates that are commonly used in RTDBs for data 

temporal consistency [30] and a fixed time interval is 

selected for updating each stock price in a range [0.2 s, 5 s]. 

 A periodic temporal updates are rarely considered 

in RTDBs due to the difficulties for defining and 

maintaining the notion of temporal consistency, backlog 

estimation for periodic updates and estimating the database 

backlog to service user data service requests. The dedicated 

update threads are scheduled in a separate queue ahead of 
user requests and they have to wait for next available 

threads. High priority is assigned to temporal data updates 

to provide data freshness. Map Reduce process large 

amount of data in a parallel way and it has two functions 

map and reduce. In the map stage passes the data over the 

input file and outputs (key, value) pairs, the shuffling stage 

transfers the mappers output to the reducers based on the 

key and finally the reducer processes the received pairs and 

outputs the final result. 

 

 
Fig 2: Block diagram of MapReduce 

 

IV. MAPREDUCE: 
 Map Reduce framework process large amount of 

data in a parallel way and it is gaining lot of interest in data 

mining, because the programmer is abstracted to the data 

storage, distribution, replication, load balancing and it uses 

functional programming. It has two functions map and 

reduce. In the map stage passes the data over the input file 

and outputs (key, value) pairs, the shuffling stage transfers 
the mappers output to the reducers based on the key and 

finally the reducer processes the received pairs and outputs 

the final result. Map Reduce is a useful tool for large 

amount of data analysis because of its scalability, simplicity 

and low cost to build large clouds of computers. 

 

1.1. Programming Model 

 The Map Reduce takes a set of input key/value 

pairs and produces a set of output key/value pairs. It has 

two functions Map and Reduce. Map function written by 

the user takes an input pair and produces a set of 

intermediate key/value pairs. The MapReduce library 
groups all intermediate values with same intermediate key 

and passes them to the Reduce function. Further Reduce 

function written by the user accepts an intermediate key and 

a set of values for that key. It merges together these values 

to form a possibly smaller set of values and zero or one 

output value is produced per Reduce invocation. Using an 

iterator the intermediate values are supplied to the reduce 
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function which allows to handle large values to fit into the 

memory. 

1.2. Example 

Consider the problem of counting the number of 
occurrences of each word in a large collection of 

documents. The user would write code similar to the 

following pseudo-code: 

 

map(String key, String value): 

// key: document name 

// value: document contents 

for each word k in value: 

EmitIntermediate(k, "1"); 

 

reduce(String key, Iterator values): 

// key: a word 
// values: a list of counts 

int res = 0; 

for each j in values: 

res += ParseInt(v); 

Emit(AsString(res)); 

 

The map function ejects each word plus an associated count 

of occurrences. The reduce function adds all counts ejected 

for a particular word.  

1.3. Types 

 The map and reduce functions called by the user have 
associated types: 

 

                     map (k1,v1)  =    list(k2,v2) 

                     reduce (k2,list(v2)) = list(v2) 

 

 The input keys and values are drawn from a 

different domain than the output keys and value and the 

intermediate keys and values are from the same domain as 

the output keys and values. 

 The main problem in MapReduce for clustering 

very large datasets is how to minimize the I/O cost and how 

to minimize the network cost among processing nodes. To 
overcome these problems we used the ParC (Parallel 

Clustering) and SnI (Sample-and-Ignore) method. The ParC 

[27] algorithm partition the input data and assign each 

partition to an individual system then each system group the 

data partition in to a cluster, named as β- clusters, and 

finally merge the β-clusters to get the final clusters. This 

algorithm reads the dataset once to minimize disk access 

which is the common way used by serial algorithms to 

decrease the computational costs. But it does not discuss 

how to minimize the network traffic [28]. To address this 

problem we used SnI method, it samples the input data and 
creates an initial set of clusters and later the input data is 

filtered to include unclassified elements. Finally the clusters 

found by the reducers are merged with the clusters from the 

sampling phase using the same merging strategies used in 

ParC. 

V. EXPERIMENTAL SETUP: 
 To evaluate the performance of the proposed 

algorithm, we use three machines each of them is same 

configuration such as the dual core 1.6GHz CPU and 1GB 
memory with Linux operating system. A Chronos server, 

clients and a stock quote server run on each of them, 

respectively. 

 For 80% of time, a client issues a query about 

stock prices. In the remaining time client requests a 
portfolio browsing, purchase or sale transaction at a time. 

Most data service requests in e-commerce are queries.  At 

the beginning of the experiment, the inter-request time 

(IRT) is randomly distributed in [3s, 4s]. At 200s, the range 

of the IRT is suddenly reduced to model heavy workload 

changes, and stays in the new range until the end of the 

experiment at 500s. 

 For performance comparisons, we consider three 

approaches shown in Table 1. Open is the basic Berkeley 

DB [26] without any control facility. AC model control the 

incoming transactions in proportion to the service delay 

error under overload. FC-Q finds the relation between the 
queue size and response time, similar to [25]. 

  

Table 1: Tested Approaches 

OPEN Pure Berkeley 

AC Ad-hoc admission control 

FC-Q Feedback control (FC) 

MapReduce MapReduce control 

  

 

 
Fig 3: Average Service Delay 

 

 
Fig 4: Number of Data processed 

 

 
Fig 5: Number of Data processed 
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VI. CONCLUSION: 
 Real time data services has to provide better QoS 

parameters because end users may ignore the service  when 

the database service delay is high and temporally 

inconsistent data is available. Due to dynamic workloads 

providing better QoS in data services is a challenging issue. 

In this paper to overcome this problem we are using map-

reduce framework to estimate the real time service delays. 

MapReduce framework process large amount of data in a 

parallel way. It is gaining lot of interest in data mining, 

because the programmer is abstracted to the data storage, 

distribution, replication, load balancing and it uses 
functional programming. It has two functions map and 

reduce. Experimental results relived that our proposed 

approach support the desired average/transient data service 

delay and it provided better QoS parameters. It improved 

the service delay and throughput compared to other 

appraoches. 
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