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I. INTRODUCTION 
 A wireless Sensor networks are the key to gathering the information needed by smart environments, 

whether in buildings, utilities, industrial, home, shipboard, transportation systems automation, or elsewhere. 

Recent terrorist and guerilla warfare countermeasures require distributed networks of sensors that can be 

deployed using, e.g. aircraft, and have self-organizing capabilities. In such applications, running wires or 

cabling is usually impractical. A sensor network is required that is fast and easy to install and maintain. 

 Wireless sensor networks satisfy these requirements. Desirable functions for sensor nodes include: ease 

of installation, self-identification, self-diagnosis, reliability, time awareness for coordination with other nodes, 

some software functions and DSP, and standard control protocols and network interfaces [IEEE 1451 Expo, 

2001]. 

 There are many sensor manufacturers and many networks on the market today. It is too costly for 

manufacturers to make special transducers for every network on the market. Different components made by 

different manufacturers should be compatible. Therefore, in 1993 the IEEE and the National Institute of 

Standards and Technology (NIST) began work on a standard for Smart Sensor Networks. IEEE 1451, the 

Standard for Smart Sensor Networks was the result. The objective of this standard is to make it easier for 

different manufacturers to develop smart sensors and to interface those devices to networks. 

 

I.1.Characteristics 

The main characteristics of a WSN include 

 Power consumption constrains for nodes using   batteries or energy harvesting 

 Ability to cope with node failures 

 Mobility of nodes 

 Dynamic network topology 

 Communication failures 

 Heterogeneity of nodes 

 Scalability to large scale of deployment 

 Ability to withstand harsh environmental conditions 

 Ease of use 

 Unattended operation. 

 

 Sensor nodes can be imagined as small computers, extremely basic in terms of their interfaces and their 

components. They usually consist of a processing unit with limited computational power and limited memory, 

sensors or MEMS (including specific conditioning circuitry), a communication device (usually radio 

transceivers or alternatively optical), and a power source usually in the form of a battery. Other possible 

inclusions are energy harvesting modules, secondary ASICs, and possibly secondary communication devices 

(e.g. RS-232 or USB). 

ABSTRACT:- The wireless sensor network (WSN) has emerged as a promising technology. In WSNs, 

sensor nodes are distributed deployed to collect interesting information from the environment. Because of 

the mission of WSNs, most node-wide as well as network-wide activities are manifested in packet traffic. 

As a result, packet traffic becomes a good data source for modelling sensor node as well as sensor network 

behaviors. In this article, the methodology of modelling node and network behavior profiles using packet 

traffic is exemplified. In addition, a node as well as network anomaly is shown to be detectable by 

monitoring the evolution of node/network behavior profiles. 
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 The base stations are one or more distinguished components of the WSN with much more 

computational, energy and communication resources. They act as a gateway between sensor nodes and the end 

user as they typically forward data from the WSN on to a server. Other special components in routing based 

networks are routers, designed to compute, calculate and distribute the routing tables. Many techniques are used 

to connect to the outside world including mobile phone networks, satellite phones, radio modems, high power 

Wi-Fi links etc. 

 

II. PROBLEM SET UP AND NOTATIONS 
 One type is called false report injection attacks, in which adversaries inject into sensor networks the 

false data reports containing nonexistent events or faked readings from compromised nodes. These attacks not 

only cause false alarms at the base station, but also drain out the limited energy of forwarding nodes. Also, the 

adversaries may launch DoS attacks against legitimate repor 

 In selective forwarding attacks, they may selectively drop legitimate reports, while in report 

disruption attacks; they can intentionally contaminate the authentication information of legitimate reports to 

make them filtered out by other nodes. 

 Therefore, it is very important to design a dynamic quarantine scheme to filter these attacks or at least 

mitigate their impact on wireless sensor networks. 

 Recent advances in wireless communications and electronics have enabled the development of low-

cost, low-power, small, yet reasonably efficient wireless sensor nodes. These tiny sensor nodes, consisting of 

sensing, data processing, communicating, and power source components, make a new technological vision 

possible: wireless sensor networks (WSNs). 

 WSNs combine short-range wireless communication, minimal computation facilities, and some kinds 

of sensing functions into a new form of network that can be deeply embedded in our physical environment.  

 They involve deploying a large number of tiny sensor nodes in either hostile or non-hostile 

environments. The nodes then sense environmental changes and report them to other nodes (usually sink nodes 

connected to the end user) over flexible network architecture. Figure 1 shows the architecture of a WSN. 

Because there is no, or only limited, infrastructure, WSNs are usually self-organized.  

 Based on the vision of WSNs, new types of applications become possible. Possible applications include 

environmental monitoring such as  

    “Wildfire and climate change monitoring; structural health monitoring; patient health monitoring; and so on.” 

 Due to the mission of WSNs and the low cost of sensor nodes, individual sensor nodes must forward 

their sensed data to the base station for final processing. This means most node-wide as well as network-wide 

activities are manifested in packet traffic. As a result, packet traffic is a good data source for modeling the 

behaviors of both individual sensor nodes and the whole network.  

 

III. BASICS OF PACKET TRAFFIC MODELING 
 Packet traffic modeling and classification are found to be important in many areas such as quality of 

service(QoS) provisioning, traffic analysis, traffic simulation, traffic prediction, and network anomaly detection. 

The task of traffic modeling is to find statistically invariant properties of packet traffic, which subsequently can 

be used to identify the types of packet traffic. 

 The types of different traffic can be differentiated by their associated applications, locations, times, and 

so on. To model a certain type of packet traffic, traffic features like packet train size and packet train length, 

inter packet times, and payload size are used to characterize packet traffic.  

 According to traffic features can be mainly grouped into basic features, time-based features, and 

connection-based features according to their underlying implementation. Table 1 gives a summary of the 

frequently used traffic features in packet traffic modeling. 

 One or a combination of traffic features can be used to statistically model a certain type of packet 

traffic. In WSNs, packet traffic associated with a sensor node can be used to model the behavior of that specific 

node; routing traffic can be used to model the behavior of routing protocols; and so on. In the following, 

examples of modeling the behaviors of sensor nodes and sensor networks using packet traffic are presented.  

 

III.1.Modeling node profile: 

 In WSNs, sensor nodes cooperate to finish a communication task. Each sensor node functions as a 

sensing data source as well as a relay for the others. But no sensor node has a full view of network-wide 

communication. This is partially due to the fact that each sensor node has its unique sets of relay nodes and child 

nodes. This is also due to the fact that the sensing operation is fully controlled by individual sensor nodes and 

may be different from sensor node to sensor node. 

 With this insight, we can uniquely model a sensor node using the unique packet traffic set observed at 

that specific sensor node. 
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III.2.Modeling Node Profile Based on Packet Sequence: 

  Sequence relations exist among some types of packets. For example, a Routing Reply (RREP) 

message always comes after a Routing Request (RREQ) message, which is specified by a routing protocol. In 

EARLIER the authors propose to use a finite state machine (FSM) to specify the correct ad hoc on demand 

vector (AODV) routing behavior. The authors also use an FSM to model the correct routing behavior for 

another routing protocol. 

  In addition, the sequence relations among some special types of packets can be modeled according to 

protocol specifications, and the sequence relations among general kinds of packets can also be learned through 

training. In our former work, a methodology of automatically learning sequence relations for packets arriving at 

a sensor node has been presented. 

 The general idea of this methodology is described in the following. Due to the unique traffic set 

observed at each sensor node, the learned set of packet sequence relations is unique for each sensor node. 

Therefore, a sensor node is uniquely modeled by its corresponding packet sequence relations. 

Packet Classification: To learn the sequence relations among packets, those packets must first be classified 

properly. Otherwise, either the class set has an unmanageable size, or the learned sequence relations have no 

practical use.  

 We propose to classify the packets in such a way that the whole set of packet categories can be mapped 

to a set of single-byte ASCII characters, and the sequence relations learned based on the classified packets can 

reflect the unique behavior of the node of interest. 

      

As a demonstration, we are going to classify packets according to the combinations of the two traffic features Packet 

Type and {Src, Dest} (i.e. the abbreviation for the pair of source and destination addresses). 

 In order to control the number of packet categories and make the packet classification scheme scalable, 

we further map the real node address space to an abstracted address space. The abstracted address space has 

only five entries: {me; neighbor; local; unlocal; and sink/cluster header}, which are classified from the point of 

view of the node of interest. In concrete terms, “me” is the node of interest, “neighbor” represents all those 

nodes within one hop distance of the node of interest, and “local” represents all those nodes that are already 

known by the node of interest through learning of the source and destination nodes of all its previously observed 

packets.  

 During the packet sequence learning, no node is classified as “unlocal.” Once a stable set of all learned 

packet sequence relationships is acquired, the observation of a packet with its source or destination node 

classified as “unlocal” is usually a sign of anomaly.  

Packet Translation: For simplicity, the classified packets can be further mapped to a set of single-byte ASCII 

characters. Figure 2 shows the process of packet classification and the process of mapping the classified packets 

to a character set. Finally, the sequence of packets arriving at a node of interest can be viewed as a large (or 

asymptotically infinite) string of characters. 

Pattern Extraction: To learn the sequence relationships among the arriving packets, we must extract patterns 

from the large (or asymptotically infinite) string of characters.  

The pattern Extraction algorithm first proposed by Forrest et al. in earlier for intrusion detection in a UNIX 

system is used in this case. 

During pattern extraction, the arriving sequence of the abstracted packet events (i.e., the character string) is 

scanned for all given length, k, unique sub-sequences. Simultaneously,  a set of all such unique sub-sequences 

that have been found (i.e., patterns) is built. Once a stable set of patterns has been constructed, the process of 

pattern extraction is completed, and a behavior profile for the node under consideration is acquired. 

 The construction of the pattern set is best illustrated with an example. For k = 4 and the sample 

sequence AABBDCC, we obtain the following pattern set: AABB, ABBD, BBDC, BDCC. The method of 

pattern extraction can be more complicated.  

 If we consider the fact that packets are usually sent based on connections, we can ignore the sequence 

relations among packets belonging to different connections. 

 

IV. MODELING NETWORK PROFILE 
 Besides individual sensor nodes, the whole sensor network can also be modeled by identifying the 

statistical invariants exhibited in network-wide packet traffic 

 

IV.1Monitoring Network-Wide Packet Traffic: 

 Because communication is wireless inside a WSN, monitoring packet traffic is not a difficult task. A 

problem may arise when there is a need to monitor all network-wide packet traffic. Due to the lack of 

infrastructures, monitoring all network- wide packet traffic will require a deployment of monitoring nodes all 

over the network. This is not always realistic.  
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 Fortunately, there is a slightly downgraded but much easier plan B. In a typical WSN, the task is to 

collect sensed information from all over the network and forward it to a powerful base station for final 

processing. As a result, most data packets as well as routing packets are destined to the base station. Therefore, 

it is possible to monitor most network-wide packet traffic by simply attaching a monitor to the base station. 

 

IV.2.Classification of Network-Wide Packet Traffic: 

 When there is access to network-wide packet traffic, appropriate classification of the observed packet 

traffic provides a behavior profile for the network as a whole. We mentioned earlier that selected features can be 

used to represent one or one group of packets. If the features describing the same (group of) packet(s) is viewed 

as a data feature vector, we have a set of data feature vectors describing all network-wide packet traffic.  

 To make a classification of network wide packet traffic, a clustering algorithm can be applied to the set 

of data feature vectors. By organizing data feature vectors into groups whose members are similar in some way, 

a clustering algorithm finds the structure of the dataset or of the network. If it is not clear, the following case 

study gives more intuition. 

 

 IV.3. Detecting Anomalies Based On Node/Network Profiles 

 It has been shown that behavior profiles of individual sensor nodes as well as the whole sensor network 

can be modeled based on their associated packet traffic features. In this section it is shown that the built profiles 

can be used as the basis for anomaly detection. 

 

IV.4. Detecting Abnormal Packet Sequences  

 Above we have shown that the sequence relations among packets arriving at a sensor node can be 

learned. Actually, the learned set of sequence relations represents the unique behavior profile of the node of 

interest. Because a sensor node in a WSN has its role assigned, and only performs necessary and specified 

operations, the number of patterns exhibited in the observed packet sequence is limited. Once a stable pattern set 

has been built, any unacquainted new pattern or packet subsequence observed at the node of interest is highly 

suspicious and should signal an anomaly. 

 

V. Pattern Matching and Alarm: 

 When a node profile consisting of patterns is used for anomaly detection, pattern matching is used to 

find out whether a new packet sub-sequence is a known pattern or not. Pattern matching is similar to pattern 

extraction. A buffer window of length k is maintained across the sequence of arriving packets during runtime 

monitoring. Each time a new interesting packet arrives, the buffer window is moved forward by one position 

and checked for a match (i.e., whether there is a pattern that matches the sub-sequence in the buffer window). If 

no matching pattern exists, this is called a mismatch. Let a and b be two sequences of length k. The expression 

ai designates the character at position i. The difference d (a, b) between a and b is defined as 

 

 
 

During pattern matching, we determine for each subsequence u of the arriving packet sequence the minimum 

distance dmin(u) between u and the entries in the pattern set, 

 

 
 To detect an anomalous event, at least one of the observed sub- sequences affected by this event must 

be classified as anomalous. In terms of the above measure, there is at least one sub-sequence u for which 

dmin(u) > 0. 

 In the ideal case, any dmin(u) value greater than 0 can be considered as a sign of an anomalous event. 

However, a complete match cannot always be achieved, especially for a network with mobility and a dynamic 

routing strategy.  

 Therefore, a threshold can be defined such that only sub-sequences whose dmin(u) value is above this 

threshold are considered suspicious. Once a packet subsequence is detected as suspicious, an alarm is launched.  
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When variable-length patterns are used, multiple buffer windows with different lengths should be adopted. The 

pattern matching method is the same for all pattern lengths. If a packet sub-sequence is considered to be a 

pattern only after it has occurred for two or more times, the pattern matching should adopt the same strategy. 

That is, a mismatch of a packet sub-sequence would not be considered anomalous until the packet sub-sequence 

under consideration has been observed more than two or more times during the pattern matching stage. 

 

 

 
 

 

 
 

 
 

V.1.Detecting Abnormal ON/OFF Periods: 

 In an event-driven WSN, bursty source traffic due to the discovery of interesting events can originate 

from any corner of the sensing field. Earlier, an ON/OFF model was used to capture the burst phenomenon of 

event-driven source traffic. An ON period corresponds to a period of continuous observation of interesting 
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events, while an OFF period is a silent period between two adjacent ON periods when there is no observation of 

interesting events. The duration of an ON/OFF period is not fixed. However, the probability of observing 

extremely long ON/OFF periods is low.  

 When there is an unusually long ON period, it could be due to a compromised sensor node or the result 

of an energy exhaustion attack. When there is an unusually long OFF period, it could be the result of a link or 

node failure. Therefore, the appearance of an unusually long ON/OFF period is highly suspicious and should 

trigger an anomaly alarm to receive special attention. In the following, the methodology of detecting unusually 

long ON/OFF periods is shown. 

V.2.The Methodology of Abnormal ON/OFF Period Detection: 

 The goal is to detect those unusually long ON/OFF periods so that they can be identified for further 

analysis. Given that the distributions of the duration of ON/OFF periods can be statistically acquired after 

training for a certain length of time, a probabilistic upper length limit (e.g., x⎪F(x) = 0.99, where x is the length 

of an ON/OFF period duration) for the duration of ON/OFF periods can easily be acquired for any node of 

interest. Our strategy is that an abnormal ON/OFF period is detected whenever there is an unusually long 

ON/OFF period of duration longer than the specified upper length limit.  

 We thus describe the new ON/OFF state transition diagram (an old diagram is shown in Fig. 3) for 

anomaly detection in Fig. 6, where the length of the anomaly ON/OFF timer is set to be a probabilistic upper 

length limit for any ON/OFF period. For a target tracking sensor network considered in earlier, it has been found 

that the distributions of the duration of ON/OFF periods have short tails. A short tail of a distribution means that 

the support ranges of the variable is concentrated in a small region, and there is an extremely low probability 

that the variable will take a large value. With the short tail property, an anomaly regarding an unusually long 

ON/OFF period can be quickly detected with high confidence. 

 

V.3.Detecting Changes of Network Profiles 

 The detection of network profile change is a method of anomaly detection as behavior change of 

individual nodes or links or other network objects is reflected in an updated network profile. By considering the 

similarity of the updated and old network profiles, network anomalies are detected. When a network profile is 

given by an appropriate classification of network objects, the change of network profile can be detected by 

checking out the similarity between an old classification and an updated classification. 

 

VI. CODING SETUP AND RESULTS 
 

 
Figure 3: Find The Neighbor Nodes 

 

Public class Node extends javax.swing.JFrame { 

 

 /** Creates new form User */ 

 private static final long serial Version UID = 1L; 

 public Action action; 

 Receive receive; 

 public String source; 

 int REQUEST_NUMBER = 0; 
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 int[] endata; 

public Node() { 

  initComponents(); 

  init();} 

private void init() { 

  // TODO Auto-generated method stub 

  action = new Action(); 

  source = action.getSource(); 

  setTitle(source); 

  lblSource.setText(source); 

  int port = action.getPort(); 

  int dis = action.getDistance(); 

 action.setProperty("Ports.properties",source, "" + port); 

action.setProperty("Distance.properties", source, "" + dis); 

  receive = new Receive(this, port, action); 

 } 

 

 
Figure 4 Request The Destination 

 

lblShortestPath = new javax.swing.JLabel(); 

btnSendMACT = new javax.swing.JButton(); 

btnVerify = new javax.swing.JButton(); 

  btnActivate = new javax.swing.JButton(); 

  jLabel9 = new javax.swing.JLabel(); 

  jScrollPane4 = new javax.swing.JScrollPane(); 

  jtaData = new javax.swing.JTextArea(); 

  btnBrowse = new javax.swing.JButton(); 

  btnEncrypt = new javax.swing.JButton(); 

  btnSend = new javax.swing.JButton(); 

  btnClear = new javax.swing.JButton(); 

  jLabel10 = new javax.swing.JLabel(); 

  jScrollPane5 = new javax.swing.JScrollPane(); 

  jtaReceive = new javax.swing.JTextArea(); 

  btnDecrypt = new javax.swing.JButton(); 

 

 
Figure 5 Enter The Key 
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Figure 6Find Shortest Path 

 

btnSendMACT.setText("Send MACT"); 

  btnSendMACT.addActionListener(new java.awt.event.ActionListener() { 

   public void actionPerformed(java.awt.event.ActionEvent evt) { 

    btnSendMACTActionPerformed(evt); 

   } 

  }); 

 
Figure 7 Activate The Path 

 

btnVerify.setText("Verify Route"); 

btnVerify.addActionListener(new java.awt.event.ActionListener() { 

publicvoid actionPerformed(java.awt.event. 

ActionEvent evt) { 

btnVerifyActionPerformed(evt);}}); 

 

getContentPane().add(btnEncrypt); 

  btnEncrypt.setBounds(110, 480, 80, 23); 

 

  btnSend.setText("Send"); 

  btnSend.addActionListener(new java.awt.event.ActionListener() { 

   public void actionPerformed(java.awt.event.ActionEvent evt) { 

    btnSendActionPerformed(evt); 

   }}); 
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Figure 7 Send The Data 

 

 
Figure 8 Encrypt The Data 

 

Privatevoid btnDecryptActionPerformed(java.awt.event.ActionEvent evt) { 

  // TODO add your handling code here: 

  receive.decrypt(); 

 } 

 

PrivatevoidbtnEncryptActionPerformed(java.awt.event.ActionEvent evt) { 

     // TODO add your handling code here: 

String str = jtaData.getText(); 

Encryption encryption = new Encryption(); 

endata = encryption.ecies_ex(str); 

jtaData.setText(""); 

for (int i = 0; i < endata.length; i++) { 

jtaData.append(" " + endata[i]); 

} 

} 
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Figure 9 Decrypt the Message 

 

 Compared with others, our scheme can drop false reports much earlier even with a smaller size of 

memory.  

 The uncompromised nodes will not be impersonated because each node has its own auth-keys. 

Therefore, once the compromised nodes are detected, the infected clusters can be easily quarantined.  

 Our Hill Climbing key dissemination approach increases filtering capacity greatly and balances the 

memory requirement among nodes.  

 Each node has multiple downstream nodes that possess the necessary key information and are capable 

of filtering false reports. This not only makes our scheme adaptive to highly dynamic networks, but 

also mitigates the impact of selective forwarding attacks.  

 Monitored by its upstream nodes and neighbors, the compromised nodes have no way to contaminate 

legitimate reports or generate false control messages. 

 

VII. CONCLUSION 
 The packet traffic patterns of WSNs are much simpler and less dynamic than those of more traditional 

networks (e.g., the Internet). This makes it possible to build precise behavior profiles for individual sensor nodes 

as well as for the whole WSN based on observed packet traffic. The methodology of building node/network 

profiles in a WSN based on packet traffic is presented with examples. It is shown that many packet traffic 

features can be extracted for profile building purposes. Packet arriving sequence, packet arriving interval, and 

packet arriving frequency are the ones used in this article.  

 Node/network profiles based on different packet traffic features and packet traffic types reflect 

different aspects of node/network behaviors.  Because WSNs are basically simple networks in terms of 

node/network behaviors, node/network profiles evolve slowly over time.  

 Once there is a sign of a change in node/network profiles, there is a high risk that something 

unexpected is happening. Based on this rationale, it is proposed that anomalies due to malicious threats and 

reliability defects can be detected by monitoring changes appearing in node/network profiles. 
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