
International 

OPEN    ACCESS                                          Journal 

Of Modern Engineering Research (IJMER) 

 
 

| IJMER | ISSN: 2249–6645 |              www.ijmer.com          | Vol. 15 | Iss. 2 | Mar.-Apr.2025| 56 | 

 

Mechanical Part Recognition Based on Improved Faster 

R-CNN (Region Proposals with Convolutional Neural 

Networks) 
 

Wenxuan Wu, Yixin Wang, Yuchen Bai 
Southwest Jiaotong University, Chengdu 610031, China 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 16-03-2025                                      Date of acceptance: 01-04-2025 

----------------------------------------------------------------------------------------------------------------------- ---------------- 

 

I. Introduction 
In the field of machinery, whether it is the assembly of robot parts or the classification of parts in waste 

recycling stations, there are problems such as a wide variety and large quantity of mechanical parts, a single 

traditional classification environment, and low classification precision. Object recognition is one of the 

important applications of computer vision in the field of machinery. With the development of the foundation of 

mechanical processing automation, workers are gradually liberated from heavy labor, improving work efficiency 

and reducing production costs [1]. 

In reference [2], a fast part recognition method based on multiple contours was proposed, which 

compares and recognizes the images of the tested part with the template part images in the part library from 

three aspects: the number of contours of the part, the geometric and shape features of each contour. In reference 

[3], a fast method for parts was proposed, which extracts geometric information from mechanical part images 

using image processing techniques and interprets them as features to describe the parts. This feature description 

was stored as an encoding matrix, and this method was applicable to parts with simple features such as holes, 

steps, taper, etc. 

The concept of deep learning originated from the study of artificial neural networks, which is a method 

of combining extracted simple features to form abstract high-level features. Since the convolutional neural 

network framework was proposed by Professor Hinton's team in 2012, deep learning has continued to develop 

and is widely used in various fields of life such as image retrieval, speech recognition, and intelligent robots 

[4-8]. 

In order to improve the precision of mechanical part object detection, a mechanical part detection 

method based on improved Faster R-CNN is proposed. This method incorporates the CBAM attention 

mechanism into the image extraction network structure of the Faster R-CNN to capture detailed features of 

mechanical parts and improve prediction precision. 

 

 

 

 

Abstract: With the continuous expansion of the production scale and the increasing demands for 

production efficiency and quality, the traditional method of manually sorting parts faces many challenges, 

such as low efficiency, high error-proneness, and high labor costs. In this paper, an improved algorithm 

for object recognition based on Faster R-CNN is proposed. The CBAM (Convolutional Block Attention 

Module) attention mechanism is introduced into the ResNet50 image extraction network. It can capture 

the important information in the feature map more comprehensively and improve the detection 

performance. The results indicate that both the traditional Faster R-CNN and the improved Faster R-CNN 

have been successfully applied to the recognition of mechanical part images using a self-made datasets of 

mechanical part images. Compared with the traditional Faster R-CNN, the prediction precision of 

mechanical parts recognized by the improved Faster R-CNN is increased by 3.7%. 
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II. Related Work 
2.1 Faster R-CNN 

Since convolutional neural networks (CNN) won the championship at the ImageNet Large Scale Visual 

Recognition Challenge in 2012, Girshick et al. first proposed the region proposals with CNN (R-CNN) 

framework in 2014. They used the selective search (SS) algorithm to extract candidate regions, used CNN to 

extract region features for classification, and performed bounding box regression based on error analysis [8-10]. 

However, even though selective search algorithms are used in R-CNN to extract candidate regions, there are still 

a lot of repetitive calculations when extracting features from all candidate regions, which affects the training 

speed. To address this issue, Girshick et al. borrowed the idea of spatial pyramid pooling (SPP) network in 2015 

and introduced region of interest (ROI) pooling layers into R-CNN. They proposed Fast R-CNN, which extracts 

features from the entire image, selects regions of interest as candidate regions on the feature map, and uniformly 

inputs the size of the candidate regions to the next layer [11-12]. Fast R-CNN had made improvements in 

feature extraction, accelerating the training speed of the network. However, when extracting candidate regions, 

it still used a selective search algorithm, which generates over 2000 candidate regions. This was still a very 

time-consuming task. In 2016, on the basis of Fast R-CNN, Ren et al. abandoned the previous selective search 

algorithm and proposed a combination of Fast R-CNN and RPN called Faster R-CNN, which is a faster region 

proposal network. They introduced region proposal network (RPN) to directly generate target candidate regions 

[13]. 

 

2.2 ResNet50 Network structure 

ResNet50 is an important member of the residual network structure series and is currently one of the 

most widely used models in the field of image recognition. It performs particularly well in tasks such as 

classification, object detection, and semantic segmentation, effectively overcoming the problem of gradient 

vanishing. The model takes the global average pooling layer as the key processing step before output, and uses 

large-scale datasets such as ImageNet for pre-training to obtain initial weights. The ResNet50 structure is 

divided into four main parts, each referred to as a stage, each responsible for different functions (Fig .1). 

 
Fig.1. ResNet50 network structure 

 

ResNet50 uses a 7×7 convolutional kernel combined with a 3×3 max pooling operation in the first 

stage, effectively reducing the size of the input image and providing a more compact data representation for 

subsequent processing. In the second stage, ResNet50 utilizes a series of innovative residual structure designs, 

including Conv2, Conv3, Conv4, and Conv5 residual blocks, to enable the model to explore advanced features 

of images in depth. Ultimately, these highly abstract features are fed into the fully connected layer of the third 

stage to complete the final classification task. 

 

III. Improved ResNet50 Network Structure 
3.1 CBAM Attention Mechanism 

The CBAM attention mechanism is used to enhance the performance of convolutional neural networks 

by extracting and utilizing important feature information through channel and spatial attention modules. Its 

structure is shown in Fig.2. The CBAM channel attention module focuses on the importance of each channel, 

while the spatial attention module focuses on the importance of different positions, allowing the network to 

selectively enhance or suppress the feature responses of different channels and positions. The CBAM module 

can be embedded into common convolutional neural network structures, which can significantly improve 

network performance [14]. 
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Fig.2. CBAM attention mechanism 

 

The implementation of the channel attention module is shown in Fig.3, which can be divided into two 

parts. First, global average pooling and global maximum pooling are performed on a single input feature layer 

(input feature F), resulting in two feature strips MaxPool and AvgPool with a length equal to the number of 

channels in the feature layer. Afterwards, the results of average pooling and max pooling are processed using 

two shared fully-connected layers, the two processed results are added, and then a sigmoid is taken. At this point, 

the weight of each channel in the input feature layer (between 0-1) is obtained. After this weight is obtained, the 

channel attention Mc is obtained, and finally this weight is multiplied by the original input feature layer. 

 

 
Fig.3. Channel attention module 

 

The implementation of the spatial attention module is shown in Fig.4. First, the maximum and average 

values of the input feature layer Channel-refined feature F' on each feature point channel are taken. Afterwards, 

these two results are stacked and a convolution with 1 channel is used to adjust the number of channels. Then, a 

sigmoid is taken and the weight of each feature point in the input feature layer (between 0-1) is obtained. After 

this weight is obtained, a feature layer Spatial Attention Ms with a height×width×1 is obtained, and finally this 

weight is multiplied by the original input feature layer. 

 

 
Fig.4. Spatial attention module 

 

3.2 Improved ResNet50 Network Structure 

Improvements have been made to the original ResNet50 network in this paper, and the improved 

ResNet50 network structure is shown in Fig.5. A 600×600pixel mechanical part image is taken as the input of 

the network, Batch Normalization is used to accelerate the convergence speed, and rectified linear unit (ReLU) 

activation function is used to increase nonlinearity. The max pooling layer is sampled through and then four 

ResNet50 bottleneck residual networks are sequentially passed through, each of which contains 3, 4, 6, and 3 

residual structures. For each ResNet50 bottleneck module, the input feature map is first passed through a 1×1 

convolutional layer to adjust the number of channels in the feature map. Perform multi-scale feature extraction 

and spatial transformation through a 3×3 DCNv2 layer. After passing through a 1x1 convolutional layer again, 

further adjust the number of channels or fuse features. Enhance through CBAM attention mechanism. Finally, 

all processed features are fused through an addition operation to form the final output feature map. Similarly, 

after passing through the second, third, and fourth residual blocks, global average pooling is performed to 

reduce the feature map to 1×1; Finally, a fully connected (FC) layer is used for classification, and the final 

classification result is output through Softmax. 
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Fig.5. Improved ResNet50 network structure 

 

IV. Experiments 
4.1 Datasets 

A self-made mechanical image datasets is used for training recognition. The datasets include five 

categories: hex screw, round head screw, locating pin, hex nut, and cap nut. The datasets consist of a total of 100 

images, and the categories of mechanical parts are shown in Fig.6. LabelImg is an open-source image annotation 

tool that can draw frames and label corresponding categories on images. It is written in Python and Qt, and its 

annotation information is automatically converted into XML format, which is the same as the XML format used 

in the PASCAL VOC datasets and ImageNet datasets. Use LabelImg to create XML labels for the collected 

mechanical part images. Save the collected images and created labels in the designated folder. All images are 

randomly divided into training and testing sets in a ratio of 8:2. 

 

 
Fig.6. Categories of mechanical parts. (a)hex screw (b)round head screw (c)locating pin (d)hex nut (e)cap nut 

 

4.2 Experimental Environment and Evaluation Indicators 

The software and hardware environment of the experiment includes: 

a) Hardware environment: The CPU is Intel (R) Core (TM) i5-9300H CPU @ 2.40GHz 2.40 GHz, and the GPU 

is NVDIA GeForce GTX 1650. 

b) Software environment: The programming language is Python 3.9 and the deep learning framework is PyTorch 

2.1.0. The software environment is CUDA12.3. 

 

The ResNet50 network in this article adopts the Adam (Adaptive Moment Estimation) optimization 

algorithm, with a learning rate of 0.01, weight decay coefficient of 0.0001, momentum coefficient of 0.9, model 

data batch size of 32, and training epochs of 400. Precision, recall, and F1-score are used as indicators to 

evaluate the performance of the model. The predictive performance of each category in the datasets is taken into 

account. 

Precision: The proportion of true cases to all true cases is defined as follows: 
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Recall: The ratio of the number of correctly classified samples to the total number of samples in all data is 

defined as follows: 
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F1-score: Taking into account the precision and recall rate of the model, the formula is defined as follows: 
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Among them, VTP (True Positive) represents the number of samples that are truly positive categories and 

predicted as positive categories by the model; 

VFP (False Positive) represents the number of samples that are actually negative categories but incorrectly 

predicted as positive categories by the model; 

VFN (False Negatives) represents the number of samples that are actually positive categories but incorrectly 

predicted as negative categories by the model; 

The value of β is 1. 

 

4.3 Experiments on Faster R-CNN 

After being trained and tested with the traditional Faster R-CNN, recognition results for part images 

were obtained, with some parameters shown in Table 1. After the average of the parameters calculated for each 

part in the table is taken, an average recognition precision of 93.2%, an average recall rate of 81.7%, and an 

average F1-score of 0.871 based on Faster R-CNN can be obtained. 

 

Table 1 

Test results of Faster R-CNN 

category Precision Recall F1-score 

hex screw 0.952 0.821 0.882 

round head screw 0.897 0.815 0.854 

locating pin 0.948 0.819 0.878 

hex nut 0.929 0.817 0.869 

cap nut 0.935 0.816 0.871 

Sum 0.932 0.817 0.871 

 

4.4 Experiments on Improved Faster R-CNN 

The improved Faster R-CNN network structure was trained using the same self-made datasets, and the 

change in loss values during the training process is shown in Fig.7. 

 
Fig.7. The process of loss value changes 

 

The improved Faster R-CNN network structure was tested using the same images, and the test results are shown 

in Fig.8 and Fig.9. 
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Fig.8.9. Test results 

 

Meanwhile, the partial recognition parameters obtained by them are shown in Table 2. Taking the average of the 

parameters calculated for each part in the table, an average recognition precision of 96.9%, an average recall 

rate of 83.9%, and an average F1-score of 0.899 for part images based on the improved Faster R-CNN can be 

obtained. 

Table 2 

Test results of improved Faster R-CNN 

category Precision Recall F1-score 

hex screw 0.983 0.842 0.907 

round head screw 0.951 0.837 0.890 

locating pin 0.979 0.841 0.904 

hex nut 0.969 0.835 0.897 

cap nut 0.964 0.839 0.897 

Sum 0.969 0.839 0.899 

 

4.5 Experiments Results and Analysis 

To verify the effectiveness of the improved network proposed in this paper, the improved network and 

the original network were trained on self-made image datasets, and all trained networks were tested using the 

same test set. The comparison of the results of the two experiments is shown in Table 3. Compared to the Faster 

R-CNN without introducing CBAM attention mechanism, the Faster R-CNN with CBAM attention mechanism 

performs better in precision, recall, and F1-score. Moreover, the improved Faster R-CNN has increased 

recognition precision by 3.7%. 
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Table 3 

Comparison of results between two experiments 

category Faster R-CNN Improved Faster R-CNN increment 

Precision 0.932 0.969 0.037 

Recall 0.817 0.839 0.022 

F1-score 0.871 0.899 0.028 

 

When testing the final training framework, it was found that the model trained on a datasets of 

mechanical part images with simple backgrounds could only recognize mechanical part images with the same 

simple background. When being tested with complex backgrounds, it was found that images in complex 

backgrounds could not be recognized by it. Only by training with images with complex backgrounds can the 

obtained model recognize mechanical part images in complex environments. 

 

V. Conclusion 
This paper proposes a mechanical part image attribute prediction method that integrates attention 

mechanism and improved Faster R-CNN. This method introduces the CBAM attention mechanism, enhances 

the model's representational ability, and thus improves the model's predictive performance. 

The main conclusion is that with the introduction of attention mechanism, the improved Faster R-CNN 

model has a 3.7% higher recognition precision in mechanical part images than the Faster R-CNN model without 

attention mechanism. 

In future research, higher quality datasets can be built for training, or separate studies can be chosen to 

be conducted in specific complex environments to improve the predictive precision of the model. 
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